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Abstract:
RNA has many pivotal functions especially in the regulation of gene expression by ncRNAs. Identification of their

structure is an important requirement for understanding their function. Structure prediction alone is often insufficient
for this task, due to algorithmic problems, parameter inaccuracies and also due to biological peculiarities. Among the
latter we have base modifications, co-transcriptional folding leading to folding traps and conformational switching as
in the case of riboswitches. All these require more in-depth analysis of the folding space. The major drawback, which
all methods have to cope with, is the exponential growth of the folding space. Therefore, methods are often limited
in the sequence length they can analyze or make use of heuristics, sampling or abstraction. Our approach adopts the
abstraction strategy and remedies some problems of existing methods.

We introduce a position-specific abstraction based on helices which we term helix index shapes or hishapes for
short. Utilizing a dynamic programming framework, we have implemented this abstraction in the program RNA-
HeliCes. Furthermore, we present results of empirical studies on the size of the search space, showing that it is
a reasonable extension to existing methods. We further show the application of RNAHeliCes to some well-studied
classes of RNAs and discuss possible use cases of our method.

RNAHeliCes is available for download at http://www.cyanolab.de/software/RNAHeliCes.htm.

1 Introduction

Recent advances in research on RNA have led to a change in perspective regarding the role of RNA. It becomes
increasingly clear that RNA has many pivotal functions, especially in the regulation of gene expression by non-coding
RNAs (ncRNAs) and as cis-regulatory RNA elements. Generally, the correct exertion of a ncRNAs function depends
on the proper formation of its structure. This is usually not a big deal for the RNA in vivo, but holds a lot of surprises
for in silico analyses, which renders structure prediction an error-prone task. Beyond peculiarities of the folding
process, also functional characteristics of a ncRNA may need more elaborate studies than predicting one minimum
free energy (mfe) structure. Bistable RNAs and riboswitches, for example, can only be found when in addition to the
optimal structure, suboptimal structures are considered. In general, it is often useful to analyze the folding space of a
ncRNA as this gives deeper insight into structural properties. Unfortunately this does not come without a cost, which
is the complexity and size of the folding space. It grows exponentially with sequence length and corresponds to a
multidimensional space. Nevertheless, methods exist which can be used to carry out detailed analyses of the folding
space.

Suboptimal structure prediction, with the enumeration of rigorously all possible secondary structures, is available
with RNAsubopt [WFHS99]. This constitutes the most basic method for folding space analysis. Several applications
exist which rely on RNAsubopt, e.g. paRNAss [VMG04] and barriers [FHSW02]. The latter is a general purpose
tool which computes local minima together with the energy barriers separating them from each other. Especially the
computation of energy barriers is an important feature, as this allows to draw conclusions about bi-stability, folding
traps or structural well-definedness. Unfortunately, this requires a complete folding space enumeration, at least within
a reasonable enrgy range above the mfe, which makes this approach computationally very expensive.

Approaches to overcome the exponential explosion commonly make use of heuristics for deriving the path of interme-
diate structures. A different approach to folding space analysis was founded with the development of shape abstraction
[GVR04]. This method provides a means to partition the folding space into classes of similar structures. Together with
features, such as their probabilities, shapes provide an overview of the folding space. Due to intrinsic features, shape
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Figure 1: Example secondary structure and properties of its helical regions.

abstraction does not give direct access to energy barriers or estimates thereof. But, this can be achieved when com-
bining shape abstraction with path heuristics as presented in [BMV+10]. A major drawback of shape abstraction, as
it is implemented so far, is the position independence of the abstraction mappings. A single hairpin at the 5’-end has
the same “[]”- shape as one at the 3’-end. As a consequence shape classes encompass structurally similar but perhaps
functionally unrelated structures. This can only be overcome by a new abstraction function.

In this contribution we introduce a position specific abstraction based on helices, which we term hishape. We further
show its application to some well-studied classes of RNAs and discuss potential use cases.

RNAHeliCes is distributed as a free software available at http://www.cyanolab.de/software/RNAHeliCes.htm.

2 Results

2.1 Defining helix index shapes

In the following, we provide formal definitions for the new abstraction based on helix indices.

Definition 1 (secondary structure of RNA) A secondary structure of an RNA sequence R = r1r2r3 . . . rn
(ri ∈ {A,C,G,U}, i = 1, 2, 3, . . . , n) of length n is defined as a set of base pairs P = {(ri, rj), . . .}, where

1 ≤ i ≤ j ≤ n (1)
j − i ≥ 3 (2)

(ri, rj) ∈ (A,U), (U,A), (G,C), (C,G), (G,U), (U,G) (3)

Considering only secondary structures without pseudoknots, every base pairs (i, j) and (k, l) in P must satisfy the
following constraint:

k < i < j < l ‖ k < l < i < j (4)

Definition 2 (helix and helix index) A helix is a series of stacking base pairs and can be denoted by h(i, j, k) where
i and j are the bases of the outermost base pair and k is the length of the helix (i.e. the number of base pairs). For
sequence R and helix h(i, j, k) it must hold ∀t=0...k−1: (ri+t, rj−t) ∈ P . For a helix h(i, j, k), we define the helix
index of h as hi(h(i, j, k)) = (i+ j)/2 which is the center of the helix (see Figure 1).

Note that the same helix index may represent different helices, but each helix can only be assigned one helix index.
The relationship between helix index and helix is 1-to-n.

The secondary structure of any RNA molecule can be broken down into five types of loops that are closed by helices.
These are hairpin-, bulge-, internal-, stacking-, and multiloop (denoted as HL, BL, IL, SL and ML). Stacking loops



are special in our case as they elongate helices and can not introduce new ones. Thus, a helix can only be of type HL,
BL, IL or ML. According to the loop they enclose, they are denoted as hhl(i, j, k), hbl(i, j, k), hil(i, j, k), hml(i, j, k),
respectively. Any RNA secondary structure is a series of helices of the four types interrupted by unpaired regions,
denoted as H = {ht(i, j, k), ...}, where t ∈ {hl, bl, il,ml}.
Using the function hi from Definition 2, we can mapH to a list of helix indices which we term hishape (short for helix
index shape). Similar to abstract shapes, we define different abstraction levels. Let πh, πm, πb be mapping functions
considering only HL, HL and ML, and all helices, respectively. Using these to map the same secondary structure H
results in different hishapes.

πh(H) = πh({ht(i, j, k), ...}(t ∈ {hl, bl, il,ml})) = {hi(ht), ...}(t ∈ {hl}) (5)

For πm and πb, hishapes may be ambiguous since multiloop and symmetric internal loop helices can have helix indices
equal to their enclosed hairpin loop helices. Therefore, the letter ’m’ is attached to the end of helix indices derived from
hml(i, j, k) in πm as well as in πb, while the letter ’b’ denotes helix indices derived from hbl(i, j, k) and hil(i, j, k) in
πb.

πm(H) = πm({ht(i, j, k), ...}(t ∈ {hl, bl, il,ml})) = {hi(ht) +′ x′, ...}(t ∈ {hl,ml})

where x =

{
∅ if t ∈ {hl}
m if t ∈ {ml} (6)

πb(H) = πb({ht(i, j, k), ...}(t ∈ {hl, bl, il,ml})) = {hi(ht) +′ x′, ...}(t ∈ {hl, bl, il,ml})

where x =

 ∅ if t ∈ {hl}
m if t ∈ {ml}
b if t ∈ {bl, il}

(7)

Note that these mapping functions do not preserve the nesting pattern of loops.

Definition 3 (hishape space) Let F (s) be the folding space of R, i.e. the set of all legal structures according to
Definition 1. Then, the hishape space is defined as P (s) = {π(x)|x ∈ F (s)}

Definition 4 (hishape representative) Hishapes do not only filter similar secondary structures, but rather partition
the folding space into classes of secondary structures. The member with minimum free energy is defined as the hishape
representative and termed hishrep.

2.2 Implementing RNAHeliCes

Dynamic programming (DP) algorithms can be implemented in any programming language, e.g. C or Java. In order
to circumvent implementation specific problems, e.g. index errors, and to take advantage of already existing code the
new abstraction was implemented using the algebraic dynamic programming (ADP) framework [Gie00, GM02].

The ADP framework, initially implemented in the functional programming language Haskell, was recently reim-
plemented in C++ and termed Bellman’s GAP [SJG11, GS11]. Both implementations split a DP algorithm into a
grammar and several algebras. The grammar is a set of rules describing the candidates of the search space while
algebras evaluate these candidates. In the case of RNA structure analysis algebras for energy minimization, partition
function [McC90] calculation, pretty printing of the structure in dot-bracket-format and others exist. Algebras can be
combined using product operations which allows complex analyses to be built in a rather simple way. The thermody-
namic parameters [XSB+98, MSZT99, ST00] used within Bellman’s GAP are taken from the Vienna RNA package
[HFS+94].

We use the same grammar that is used in RNAshapes, which handles dangling bases in an unambiguous fashion
[VGR06]. In RNAHeliCes, for each candidate defined by the grammar, we are interested in computing the hishape,



algebra function πh πm πb

HL(i,l,j) (i+ j)/2 (i+ j)/2 (i+ j)/2
SL(i,x,j) πh(x) πm(x) πb(x)
BL(i,r,x,j) πh(x) πm(x) πb(x).(i+ j)/2.′b′

BL(i,x,l,j) πh(x) πm(x) πb(x).(i+ j)/2.′b′

IL(i,r,x,l,j) πh(x) πm(x) πb(x).(i+ j)/2.′b′

ML(i,x,j) πh(x) πm(x).(i+ j)/2.′m′ πb(x).(i+ j)/2.′m′

Table 1: Algebra functions for hishape analysis. ’.’ = string concatenation, ’x’ = enclosed substructure, ’r’ and ’l’ =
unpaired regions.

the free energy, the dot-bracket-representation and the partition function contribution of this hishape. We can reuse
existing algebras for computation of free energy, partition function and dot-bracket-representation. The algebra for
computation of hishapes was developed by ourselves and implemented as described in the following.

Algebra hishape has three different abstraction levels according to the three mapping functions πh, πm and πb. Table
1 shows, how this is reflected within the algebra functions for the different loop/helix types. The choice function h
removes candidates with equal hishape resulting in non-redundant answer lists. Our goal is to compute the k best (in
terms of energy) hishapes together with their free energy, partition function contribution and the hishrep in dot-bracket
notation. Reusing the algebras mfe for free energy calculation, p_func for partition function values and pretty for
the dot-bracket-representation, in GAP we achieve this with the algebra product: hishape⊗(mfe×p_func)∗pretty,
where⊗ is the interleaved,× the cartesian and ∗ the lexicographic product operation. Details about these product types
can be found in [SJG11, GS11].

The time complexity of the algorithm using the product above is O(k2n3) where k is the number of hishape classes
and n the sequence length. Because of the exponential growth of hishape classes, k ≈ αn where α depends on the
mapping function π (see Section 2.3), the time complexity would be O(αn). However, an implementation returning
only the k-best (for example k = 100) hishape classes reduces the overall complexity to O(n3).

2.3 Size of the hishape space

While in RNAshapes the position of a helix is completely ignored, RNAHeliCes keeps track of these resulting in a more
fine-grained abstraction. Thus, the hishape space is likely to be bigger than the shape space. The results of empirical
measurments for the growth of the hishape space, structure space and shape space with increasing sequence length
are shown in Figure 2. Two main characteristics become apparent. First, all spaces grow exponentially with sequence
length, with the structure space being the fastest followed by hishapes and abstract shapes show the slowest growth.
An exception is πh for which the growth is slower than for the least abstract shape type 1. Secondly, comparing the
three hishape spaces shows that the fewer the helix types considered the slower the growth.

Recently precise asymptotics for the number of abstract shapes have been derived [LPC08, NS09]. They follow the
formula β·α·n−3/2 where α and β depend on the shape type, e.g. for shapes of type 5 β = 1.20259n and α = 5.12777.
Note that these asymptotics have been derived for structures of length n, thus, disregarding constraints imposed by
the sequence, namely base pairing. Nevertheless, we used this formula to fit functions to our data, see Figure 2. For
the hishape spaces we derive the following numbers βπh

= 1.2314249n, βπm = 1.3186567n and βπb
= 1.3808570n.

Notably, we achieved R2-values > 0.97 for all fits. Expectedly, for abstract shapes the values of α and β differ from
the ones given in [NS09], e.g. for β of shape type 5 we have 1.1330641n compared to 1.20259n. This simply reflects
the influence of the base-pairing constraint on the number of solutions. The good correlation of the data to the fit
functions for hishapes lets us assume, that asymptotic numbers for sequences of length n according to the general
formula β · α · n−3/2 can be derived straightforward.
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Figure 2: Comparison of secondary structure space, hishape spaces mapped by πb, πm and πh and shape spaces (type
1 and 5).

AACUAAAACAAUUUUUGAAGAACAGUUUCUGUACUUCAUUGGUAUGUAGAGACUUC E hishape P shape
..((...((((((..(((((.((((...)))).)))))..))).)))..))..... -10.70 27 0.897904 []
.......................((((((((((((.....)))))..))))))).. -9.00 38 0.063473 []

Figure 3: The alternating structures of the spliced leader RNA from L.collosoma with their free energy (E in
kcal/mol), hishapes, hishape probabilities (P ) and their shape.

2.4 Applications

In the following we want to show some applications of RNAHeliCes to well-studied RNAs.

Spliced Leader RNA from Leptomonas collosoma

The Spliced Leader RNA from Leptomonas collosoma [LC93] has two alternating structures of nearly equal free
energy, differing only by 1.7 kcal/mol. Figure 3 shows the results of shape and hishape analysis. While the two πm
hishapes ([27] and [38]) reflect the two conformations of the Spliced Leader RNA, RNAshapes yields the same abstract
shape ”[]” for both conformations. The probability of the “[]"-shape is 0.961912, and contributions to this come
from both conformations. This example shows that for certain applications shape abstraction might be too strong and,
perhaps more important, shape features, such as the shape probability, are computed over very diverse, rather than
similar, structures. Conversely, hishapes hold position-specific structure information. In this way a more fine-grained
overview of the structure space can be obtained. The probabilities of conformation 1 and conformation 2 are 0.897904
and 0.063473, respectively, and are in good agreement with the bistable character of this RNA.

tRNA, microRNA precursor and snoRNA

In order to give an impression about analyses using RNAHeliCes we will show the results for three example sequences,
namely the Natronomonas pharaonis tRNA for alanine [KDSU+97] (Database ID: tdbD00000012) from the Transfer
RNA database [JMH+09], the precursor of Homo sapiens microRNA miR-507 [BAK+05] (miRBase accession no.



hishape,πm E P

1 34 -35.9 0.989670
2 34,56,36m -32.2 0.007853
3 17,34,56,36m -31.7 0.001184
4 34,56.5,36m -31.1 0.000473
5 34,61.5,36m -30.9 0.000408

rank(hishape) 3
rank(subopt) 104
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Figure 4: (a) Five best πm hishapes for Natronomonas pharaonis tRNA-alanine. E is free energy in kcal/mol, P is
hishape probability. rank gives the position of the native structure in the result list. (b) Secondary structures of the
1st and 3rd hishape.

hishape,πm E P

1 46.5 -37.9 0.999622
2 47.5 -32.1 0.000293
3 49.5 -32.0 0.000070
4 7,46.5 -30.4 0.000002
5 12,46.5,43m -30.1 0.000001

rank(hishape) 1
rank(subopt) 1
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Figure 5: (a) Five best hishapes for Homo sapiens miR-507; (b) Secondary structure of the 1st hishape.

MI0003194) from miRBase [KGJ11] and the Mus musculus U73a snoRNA from [RTLP98].

Figures 4-6 show that, in general, by using RNAHeliCes fewer suboptimal solutions are required to reveal the native
structure compared to RNAsubopt [HFS+94] with the most striking difference for the Natronomonas pharaonis tRNA
(72 nt). Instead of requiring to check 104 structures with RNAsubopt, only three need to be checked using RNAHeliCes.
Surprisingly, the cloverleaf hishape has a probability of only 0.001184, which may be due to post-transcriptional
modifications [Bjö95, Agr96, HA04]. Interestingly, the anticodon-loop helix with helix index 34 is present in all
hishapes showing that it is a well-defined structural element. Summing up the probabilities would result in a joined
probability of 0.999588 for this helix.

MicroRNA genes are usually transcribed as a primary miRNA (pri-miRNA). The primary transcript is further pro-
cessed to a precursor miRNA (pre-miRNA) with a characteristic stem-loop structure [LKH+04]. The native structure
of Homo sapiens precursor micoRNA miR-507 (94 nt) is a long stem with a terminal hairpin-loop, as shown in Figure
5(b). The corresponding helix is hhl(37, 56, 6) with a helix index of 46.5 as predicted for hishape 1 (see Figure 5(a)).
Noteworthy, hishapes 2 and 3 carry helices which are close “neighbors” to that of hishape 1. Hishapes 4 and 5 have
additional helices 3′ and/or 5′ to helix 46.5. Altogether, this shows the molding of the folding space to ensure the
functional structure where miRNA and miRNA* are paired to form a proper Dicer substrate.

SnoRNAs are a class of nucleolus-located RNAs that guide chemical modifications of other types of RNAs, e.g.
small nuclear RNAs (snRNAs). Two types of snoRNAs exist, box C/D and H/ACA type, each having their charac-
teristic secondary structure. The Mus musculus U73a snoRNA (69 nt) is of the box C/D-type and contains a C, D
and D′ box [RTLP98]. The first hishrep (see Figure 6) shows good correspondence to the native structure regard-
ing this crucial D′ box. Further analyses using πb reveals that hishrep 2 is equal to the native structure (hishape,
πb:32,32.5b,33b,35b,33.5b; E = −10.0 kcal/mol; P = 0.050530).



hishape,πm E P

1 32 -10.7 0.543800
2 20,35.5,29m -10.0 0.085077
3 32,59 -9.9 0.043850
4 17,35.5,29m -9.8 0.026664
5 20,36,29m -9.7 0.046650

rank(hishape) 1 (slight difference in bulge pattern)
rank(subopt) 4
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Figure 6: (a) Five best hishapes for Mus musculus U73a snoRNA; (b) Secondary structure of the 1st hishape.

3 Discussion

In the present paper we introduce the concept of hishapes which is closely related to the idea of abstract shapes. Briefly,
we provide a new mapping function and preserve all functionalities of shape analysis. Among these are search space
reduction by (hi)shape filtering and probabilistic analysis based on (hi)shape classes. Compared to abstract shapes
the major advantage of the new abstraction is its position-specificity, which provides a better resolution especially
for short RNAs. The cost for this is a slightly increased search space, which is still much smaller than the structure
space. Setting up relations between hishapes is as easy as looking for common helix indices. This, together with the
reduced search space, renders RNAHeliCes a promising candidate for folding space analysis. For instance, hishapes
representing the union or an intersection of two hishapes represent intermediates on the interconversion pathway
between the corresponding hishreps. Thus, they could be used as anchors in the computation of interconversion
pathways, which could provide a significant speed-up for tasks such as energy barrier calculation. A similar idea using
abstract shapes is described in [BMV+10].

Besides this general functionality in folding space analysis, the example applications show that more specific use cases
might be reasonable. Straightforward is the use of hishape probabilities as a measure of structural well-definedness.
The tRNA example within this manuscript shows that the helix-based approach might allow to expand this to structural
elements, such as the anticodon-loop of tRNAs. Complementary, the difference in free energy to the next hishape
might be useful. Such measures can be used as filters in the process of de-novo miRNA prediction as proposed by
Xue et al. [XLH+05]. Their algorithm discovers new pre-miRNAs in whole genomes without utilizing comparative
genomic information. It relies on identifying hairpin structures which, unfortunately, are numerous, resulting in a high
number of false positives. Here the above mentioned measure of structural well-definedness may provide a means of
filtering out pseudo miRNA precursors.

Hishapes can also be used for comparative structure analysis between different RNAs. For instance a distance measure
based on the sum of positional distances of the helices of two hishapes provides a fast method for structure comparison.
It further might be used for the identification of common structures of two or more RNAs where the objective is to find
the set with a minimum sum of pairwise distances. This would provide an alternative to the prediction of consensus
shapes [RG05].

Altogether we feel, that hishape based abstraction provides a valuable tool for various applications in RNA secondary
structure analysis. Furthermore, modified abstractions based on other helix features may be useful and extend the
range of applications for our method.
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